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Abstract. We show that a double-corner source spectrum can reproduce the peak ground acceleration (PGA) 
and peak ground velocity (PGV) of the NGA West-2 data set for magnitudes 3.3 to 7.7. The two corners scale 
with magnitude; however, the scaling is different for magnitudes above and below 5.3. A double-corner spectrum 
can explain why the average stress drop from seismological studies is different from the stress parameter used to 
estimate PGA and PGV. Here we focus our analysis and conclusions for M ≥ 5.3. The two corners 𝑓"#  and 𝑓"$  
scale as log	(𝑓"#(𝑀)) = 1.754 − 0.5𝑀  and log	(𝑓"$(𝑀)) = 3.250 − 0.5𝑀 . Both are proportional to 0.5𝑀 
indicating self-similar scaling with magnitude. The lower corner 𝑓"#  is within 18% of the corner one would 
observe from the global CMT catalog, i.e., it’s inverse 1/𝜋𝑓"# corresponds to the duration of earthquakes found 
worldwide. The acceleration spectrum is proportional to 𝑓# between 𝑓"# and 𝑓"$ . The acceleration spectral level 
at frequencies greater than 𝑓"$ is consistent with PGA and PGV for earthquakes in the NGA West-2 data. This 
high-frequency spectral level is proportional to the stress parameter used in time domain stochastic predictions of 
PGA and PGV. The radiated energy and the apparent stress agree with global estimates of these parameters for 
the same magnitude range.  
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1. Introduction 
 
Gusev [1] provides an excellent summary of papers ([2], [3], [4], [5], 6], [7], [8]) that produce 
a double-corner Fourier amplitude acceleration spectrum which has a basic shape 𝑓$ − 𝑓# −
𝑓8  as frequency increases from its lowest to highest values. The spectrum has two corner 
frequencies 𝑓"# and 𝑓"$ where 𝑓"$ > 𝑓"#. Brune [3] showed that such a spectrum could arise 
from a partial stress drop, namely, a static stress drop that is less than the dynamic stress drop. 
Models [4], [6], [7] share a common property of having a subevent embedded in a larger slip 
area. The lower corner 𝑓"# is related to the overall duration for faulting while the higher corner 
𝑓"$ is related to the duration of faulting of the subevent. Similarly, Heaton’s [8] propagating 
slip pulse has the overall duration of faulting and a duration related to the slip pulse. A 
propagating slip pulse is analogous to a propagating partial stress drop. In all of these models 
there is an explicit assumption that the subevent (asperity/barrier) has a higher stress drop 
compared with the average stress drop of overall faulting.  
 
Aki [9] illustrated that 14 earthquakes, all with M ≥ 6.0, produced strong motion was consistent 
with local stress drop on the order of 20-40 MPa, compared with the global average of 3-4 MPa 
[10, 11]. Earlier papers [12], [13] had reached a similar conclusion; both papers deduced a 
subevent(s) with stress drops much larger than the average stress drop.  Analyzing data from 
earthquakes in Italy and Montenegro, Faccioli [14] concluded that the observed high-frequency 
radiation in accelerograms “is dominated by the radiation from one, or a few compact 
subsources.” Faccioli [14] generalized the double-corner spectrum implied by Haskell’s [15] 
model to incorporate a subevent and a main event. Faccioli [14] proposed that the stress drop 
of the subevent would scale as 𝑀8

#/: where 𝑀8 is seismic moment. Atkinson [16] developed 
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an additive model for the acceleration spectrum in order to explain double corner acceleration 
spectra observed in the eastern North America where the first corner scaled by about 𝑀8

;#/<, 
i.e., nearly self-similar scaling [17]. Garcia et al. [18] explained the acceleration spectra of 
intraslab earthquakes in the Mexican subduction zone with a double corner—one related to the 
overall source dimension and another to the subevent. Their scaling of the first corner is 
approximately self-similar; the second corner scaling is not self-similar.  
 
Atkinson and Hanks [19] proposed a high-frequency magnitude scale to reflect the spectral 
level at high frequencies. The average stress drop from the high frequency spectral level were 
8.3 and 14.7 MPa, for 28 California and 28 North Eastern America earthquakes, respectively. 
Atkinson and Beresnev [20] succinctly framed the entire concept by referring to a stress 
parameter as the controlling agent of the high frequency spectral level. Boore et al. [21] 
examined both a multiplicative and additive functional form for a double corner spectrum. The 
low-frequency level is controlled by seismic moment and the high-frequency level is controlled 
by the stress parameter. They showed that they could satisfy the SCEC broadband tests [22] 
for predicting response spectra using the additive form in stochastic simulations using SMSIM 
[23].  
 
Baltay and Hanks [24] employed a classic stochastic approach [25] to explain the observed 
root-mean-square (arms) and peak ground accelerations (PGA) in the NGA West-2 data [26]. 
This was extended to predict the peak ground velocities (PGV), Wood-Anderson seismograph 
response and response spectra [27]. The method was improved by including path attenuation 
and site effects [28], [29], [30]. Baltay and Hanks [24] found that the scaling relations of mean 
PGAs and PGVs with magnitudes from 3 to 8 can be simultaneously modeled fairly well using 
a point-source Brune model [3] with a constant stress drop of 4.64 MPa and the high-frequency 
attenuation parameter κ0 [28] of 0.04 s, random vibration theory, and a finite-fault assumption 
at the large magnitudes.  
 
As pointed out earlier [20], the Brune type stress drop (Δ𝜎?) in stochastic modeling is not 
necessarily equal to the average static stress drop of the target earthquake and may be better to 
be viewed as a “parameter” that controls the high frequency level. For Brune’s spectrum with 
a corner frequency 𝑓" , the high frequency acceleration spectrum level scales as 𝑀8𝑓"$, with 
𝑓" = 0.49𝛽(BCD

EF
)#/<. The magnitude independent Δ𝜎?= 4.64 MPa found to fit PGA and PGV 

[24] is equivalent to the scaling relation log(𝑓"G) = 2.441 − 0.5	𝑀, 𝑀 is moment magnitude; 
𝑓"G  is S-wave corner frequency. (Throughout this paper we use moment magnitude [31], though 
it will not be shown as bold case M.) For comparison, Allmann and Shearer [11] conducted a 
global survey for the stress drop of M>5 earthquakes using the P-wave corner frequency (𝑓"H) 
of observed P wave spectra and Madariaga’s relation, ∆𝜎E = J

#K
𝑀8(𝑓"H/0.32𝛽)< [32]. For the 

events with at least 20 records they found that an average stress drop of 3.36 MPa. While this 
value is very close to the average stress drop of 3 MPa [10], it is also model dependent. By 
assuming a 𝑓"

L/𝑓"G  ratio of 1.6 [see review in 30], Allmann and Shearer’s [11] result is 
equivalent to log(𝑓"G) = 2.164 − 0.5	𝑀. The difference of 0.277 in the constant (2.441 vs. 
2.164) between these two scaling relationships suggests that the corner frequency needed to fit 
the PGA and PGV in the NGA-West 2 dataset [24] is 1.89 times larger than the average S-
wave corner frequency of global earthquakes with the same magnitude. With stress drop 
proportional to 𝑓"<, the stress drop used to model the high frequency radiation that determines 
PGA and PGV is 6.8 times of the average stress drop of global earthquakes. It is 22.8 MPa in 
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∆𝜎E. Hence, the earthquake source spectrum seems to have two critical frequencies: one is 
related with the average property of source rupture and a second associated with high frequency 
radiation. Both apparently scale with magnitude with a slope of 0.5, i.e., self-similarity. 
 
Archuleta and Ji [33] noticed the nearly pure linear relations of mean LogPGA, LogPGV and 
“dominant frequency” (DomF= #

$N
HOP
HOQ

) with magnitude M, 3.3 <M<5.3, in NGA-West2 dataset, 
The model of Baltay and Hank’s [24] does not explain PGA and PGV in this magnitude range 
as well as it does for higher magnitudes. Archuleta and Ji [33] proposed a magnitude dependent 
apparent moment rate function (aMRF) in the time domain: 
 

�̇�8(𝑡) = T
𝑎𝑡$ 𝑓𝑜𝑟	𝑡 ∈ Y0, 𝜏L\

𝑎𝜏L$
(]^;_)
]^;]`

𝑓𝑜𝑟	𝑡 ∈ Y𝜏L,𝜏a\
	𝑤𝑖𝑡ℎ	𝑎 = 𝑀8/[

#
$
𝜏L$ f𝜏a −

#
<
𝜏Lg]  (1) 

 
The peak time 𝜏L and the duration 𝜏ahave following scaling relationships with seismic moment 
𝑀8, 
 

𝜏a(𝑀8) = 𝜏aijk l
𝑀8

𝑀8
[ijk]m n

#
<op^q

&	𝜏L(𝑀8) = 𝜏Lijk l
𝑀8

𝑀8
[ijk]m n

#
<op`q

  (2) 

 
Here, 𝜏aijk, 𝜏Lijkare peak time and duration of the reference event with seismic moment 𝑀8

ijk. 
In Archuleta and Ji [33], the selected reference event has a magnitude of 3.3. Its peak time and 
total duration are 𝜏L

[<.<] and 𝜏a
[<.<]. A grid search procedure is adopted to find the optimal values 

of the five parameters (t*, 𝜏a[<.<] , 𝜏L[<.<], 𝜖a , 𝜖L) that satisfy the scaling relations between 
seismic moment and LogPGA, LogPGV, DomF as well as the logarithm of peak Wood-
Anderson amplitude (LogPWA) simultaneously. They tested more than 18 million 
combinations [33]. Two optimal solutions are summarized in Table 1. Because of the strong 
trade-off between t* and 𝜏L

[<.<], the inverted result is not unique. Model I is the model with the 
smallest misfit, but it is associated with a large t* of 0.066s. Model II is the best model with a 
more reasonable t* of 0.054 s. It should be noted that even though there is a factor of three  
 

Table 1. Model Parameters 
Models t* 𝜏L

[<.<] 𝜖L  𝜏a
[<.<] 𝜖a   error 𝜏L

[t.<]  𝜏a
[t.<] 

Model I 
[33] 0.066 s 0.01 s 

(ref) 0.1 0.31 s 
(ref) 0.5 0.167 0.093 s 

(pred.) 
2.23 s 
(pred.) 

Model II 
[33] 

0.054 s 
 

0.03 s 
(ref) 4.0 0.31 s 

(ref) 0.3 0.520 0.080 s 
(pred.) 

2.51 s 
(pred.) 

Model N 
(this 
study) 

0.054 s 0.008 s 
(pred.) 0.0 0.25 s 

(pred.) 0.0 NaN 0.080 s  
(ref) 

2.51 s  
(ref) 

𝜏L
[<.<]and 𝜏L

[t.<] are peak times for M 3.3 and M 5.3 respectively.  
 
difference in 𝜏L

[<.<] between these two models, the difference in 𝜏L
[t.<] is only 15%. The trade-

off between t* and 𝜏L becomes less significant for moderate-sized earthquakes. 
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Figure 1a shows a normalized aMRF using 𝜏L and 𝜏a time for a M 5.3 earthquake. Note that 
the seismic moment rate increases sharply to the peak in 0.08 s (or 0.25 s after considering the 
 

 
 
attenuation). Although Meier et al. [34] recently reported that most earthquakes initiated 
sharply in first 0.1 s, consistent with this model, one is cautioned to remember that the proposed 
aMRF can only be viewed as a representative MRF; an aMRF is dependent on the azimuth due 
to directivity. Because there is no temporal information in the datasets of PWA, PGV, PGV, 
and DomF, the solution is not unique. For instance, the temporal “mirror” of the proposed 
aMRF (Figure 1b) or the addition of a small “nucleation” phase [35] at the beginning (Figure 
1c) will fit the data equally well. It is important to recognize that the temporal variation between 
𝜏L and 𝜏a has few constraints. The moment rate variation during this period is almost certain 
to be more complicated than the linear decrease. Such intrinsic non-uniqueness in phase 
information leads us to investigate the source amplitude spectrum and explore whether it is 
possible to explain the entire magnitude range using random vibration theory.  
 
1. A magnitude dependent double-corner source spectrum 

 
Archuleta and Ji [33] noticed that when 𝜏L ≪ 𝜏a, the spectrum of the proposed aMRF satisfies, 
 

 
FIG. 1. Comparison of four apparent moment rate functions that satisfy the observations (a) 
Normalized apparent moment rate function (black line) defined by equation (1) with 𝜏L=0.08 s and 
𝜏a =2.5 s. The red line denotes the aMRF after considering the distortion caused by earth 
attenuation with a t*=0.054 s.  (b) temporal “mirror” of the function in (a). (c) function in (a) with 
additional small “nucleation” phase. (d) function in (a) with additional oscillation between 𝜏L and 
𝜏a. 
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 (3) 

 
with corner frequency 𝑓"# = 1/(𝜋𝜏a) and 𝑓"$ = 1/(𝜋𝜏L). A more general form of the double-
corner spectrum that satisfies equation (3) might be represented as 
  
Ω(𝑓,𝑀8, 𝛾, 𝑓"#, 𝑓"$) =

EF

~#o( �
���

)��
�/�

~#o( �
���

)��
�/� (4) 

 
𝛾 might be called Boatwright parameter [36]. Note that when 𝛾=2 and 𝑓"#=𝑓"$=𝑓" , the function 
becomes Boatwright 𝜔;$ displacement spectrum [36]. Boore [23] summarized several models 
that had a double-corner, including Haddon [37], though Haddon did not publish that form in 
his paper. According to [23], Haddon [37] adopted equation (4) with 𝛾=8 as his source model. 
The scaling relations for corner frequency he proposed are log(𝑓"#) = 2.3 − 0.5M  and 
log(𝑓"$) = 3.4 − 0.5M. Compared to equation (10) there is a 0.55 difference in the constant 
for log(𝑓"#).	Coincidentally, it is close to the value of log(𝜋)	(~0.5); there is a difference of 
0.15 for log(𝑓"$).  

 
The shape of the velocity spectrum for 
v2𝜋𝑓�̇�8�𝑓, 𝜏L, 𝜏a�v  and |2𝜋𝑓 ∙
Ω(𝑓,𝑀8, 𝛾, 𝑓"#, 𝑓"$)|  are compared in 
Figure 2. The parameters used are: 
𝜏L = 0.08  s, 𝜏a = 2.5  s, 𝑓"# = 1/
(𝜋𝜏L) , 𝑓"$ = 1/(𝜋𝜏a) , and 𝑀8 = 1 . 
As we expect, v2𝜋𝑓�̇�8(𝑓)v has the flat 
“plateau” shape as expected though it 
is accompanied by oscillations with 
decaying amplitude near its two 
corners. The shape of |2𝜋𝑓 ∙ Ω(𝑓)| 
depends on the value of 𝛾 . In fact, 
when 𝛾 = 1,  it is difficult to visibly 
judge whether it has two corner 
frequencies. When 𝛾  is greater, the 
corners of the spectrum become 
sharper. The discrepancy between the 
two spectra becomes smaller when 𝛾 
increases. With no significant change 
for 𝛾 > 3, we use 𝛾=4 in our modeling.  
 

Our goal is to explain the PWA, PGV, PGA, DomF relationships using double-corner source 
spectrum in equation (4). The scaling relationships of 𝜏L and 𝜏a in equation (2) can be replaced 
with the following scaling relationships of 𝑓"# and 𝑓"$ with moment magnitude 𝑀, 
 
 

 
FIG. 2. Comparison of the velocity spectra of two 
normalized aMRF functions (𝑀8 = 1) . The green 
curve denotes the velocity response of A&J aMRF [33] 
function with 𝜏L=0.08 s and 𝜏a=2.5 s. The red curve 
denotes the velocity response of equation (4) with 𝑓"# =
1/(𝜋𝜏L) and 𝑓"$ = 1/(𝜋𝜏a). The parameter 𝛾 is equal 
to 1, 2, 3, 4 for (a), (b), (c) and (d), respectively. 
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log	(𝑓"#(𝑀)) = log	(𝑓"#
ijk) − #.t

<op^
(𝑀 − 𝑀ijk) (5a) 

log	(𝑓"$(𝑀)) = log	(𝑓"$
ijk) − #.t

<op`
(𝑀 − 𝑀ijk) (5b) 

 
Here, 𝑓"#

ijk, 𝑓"$
ijkare the corner frequency of the 𝑀ijkreference event. Thus 𝑓"#

ijk, 𝑓"$
ijk, 

𝜖a and 𝜖L are four input parameters for this source models.  
 
2. Forward modeling 

 
In a half-space, the amplitude spectra of observed P or S wave displacement, velocity and 
acceleration can be represented as 
 
𝐷�(𝑓) = 𝐶𝑀8	Ω(𝑓)𝑒;Nk_

∗ (6a) 
𝑉�(𝑓) = 𝐶𝑀8	Ω(𝑓)𝑒;Nk_

∗2𝜋𝑓 (6b) 
𝐴�(𝑓) = 	𝐶𝑀8Ω(𝑓)𝑒;Nk_

∗4𝜋$𝑓$ (6c) 
 

	𝐶 = √$���P�L
:N����

 denotes the combination effect of source radiation pattern, wave propagation, 
near-surface and site effects [e.g., 27]. Our modeling is for the S wave. 𝑅�  is average radiation 
factor—0.63 for an S wave; 𝛽 is the S wave velocity at the source region; R denotes the shortest 
distance to the rupture plane; Amp represents the site effect; 𝑡∗  denotes the effect of earth 
attenuation. Ω(f) is the Fourier transform of the aMRF(t). We will use equation 4 as our spectral 
shape. The Wood Anderson spectrum is 𝐷¡P¢(𝑓) = |𝐼¡P(𝑓)|	𝐷�(𝑓) where 𝐼¡P(𝑓) is the Wood 
Anderson instrument response. 
 
Using the Parseval’s Theorem, the root-mean-square Wood Anderson displacement (𝑊𝐴i�G), 
root-mean-square velocity (𝑉i�G)	and root-mean-square acceleration (𝑎i�G) can be related 
with the source amplitude spectra, 
 

𝑊𝐴i�G = ¥$∫ [§¨©¢(k)]�akª
F

«
 (7a) 

𝑉i�G = ¥$∫ [Q�(k)]�akª
F

«
 (7b) 

𝑎i�G = ¥$∫ [P�(k)]�akª
F

«
 (7c)  

 
T denotes the duration of aMRF. By assuming the phase of velocity and acceleration time 
history is random 𝑉i�G  and 𝑎i�G  are linked with PGV and PGA [38], [23] using random 
vibration theory [39],  
 
Hj¬
i�G

≈ ¯2ln	(𝑁) + ( ³
¯$ ´µ(¶)

) (8) 

 
𝛾 =0.5772… is Euler’s constant. 𝑁 is number of zero crossings in the corresponding time 
histories over a source duration 𝑇 = 1/(𝜋𝑓"#). Although most previous studies used Brune’s 
[3] source spectrum to explain the scaling relationships of strong motion parameters, [27] and 
[29] paved the way to directly estimate them. For example, using 𝑁¬ to denote the N in the 
acceleration time history, it can be estimated with the relation, 
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𝑁¬ =

«
N ∫ Y𝐴�(𝑓)2𝜋𝑓\

$
𝑑𝑓¹

8 ∫ Y𝐴�(𝑓)\
$
𝑑𝑓¹

8q  (9) 
 
Note that equation (8) is a good approximation only when 𝑁¬ is large. Following [29], we ask 
for N>2. Because the signals progressively contain more high frequency energy going from 
Wood Anderson displacement to velocity to acceleration, N estimated by equation (9) has to 
increase as well. As mentioned above, equation (8) is a good approximation only when N is 
large, for example N>2. For the smallest magnitude that we investigate, M=3.3, N is 1.6 for 
Wood Anderson displacement waveforms, 2.5 for velocity waveforms, and 5.1 for acceleration 
waveforms, increasing progressively over a duration of 0.25 s. Thus, for PWA, we only look 
at the estimates for M>3.7 events.  
 
Following our previous analysis [33], we assume Amp=2.4 and t*=0.054 s, though each are 
case dependent [e.g., 27] and deserve more consideration in a future effort. We adopt 3.5 km/s 
as the S-wave speed in the source region. In the following forward simulation, we use 
𝑀ijk=5.3. Because Model II is associated with a more reasonable t* of 0.054 s, 𝜏L

[t.<] = 0.08	𝑠 
and 𝜏a

[t.<] = 2.5	𝑠 are chosen. With equations (5a, 5b) the corresponding 𝑓"#
ijk and 𝑓"$

ijk are 
0.127	Hz and 3.980 Hz, respectively. We assume a self-similar source model for M > 5.3, i.e., 
both 𝜖a and 𝜖L are equal to zero in equation (5a, 5b). With these conditions the two corner 
frequencies satisfy: 
 
log	(𝑓"#(𝑀)) = 1.754 − 0.5𝑀 
log	(𝑓"$(𝑀)) = 3.250 − 0.5𝑀 (10) 
 
With these values, we can computer the root-mean-square values for PGA, PGV and PWA, 
from which we can compute the peak values assuming random vibration theory.  
 
Figure 3a shows the predicted peak Wood Anderson displacement (PWA). In practice, PWA 
is defined as half of maximum peak-to-peak amplitude. When moment magnitude M increases 
two units from 3.7 to 5.7, the PWA amplitude increases 56 times, suggesting a ML increases of 
1.75, just slightly smaller. But when M increases from 5.7 to 7.7, the PWA amplitude increases 
only 15 times, an increase of only 1.2 units in ML. Overall the model explains the data—PGV, 
PGA, DomF as a function of magnitude—fairly well (Figure 3 b, c and d, respectively). 
However, the model cannot produce the sharp change in slope near M 5.1.  
 
For M 5, 6 and 7 we compare (Figure 4) our spectrum with the double-corner spectrum from 
Atkinson and Boore [40], the single-corner spectrum from Baltay and Hanks [24], and the 
single-corner spectrum from Allmann and Shearer [11].  
 
The parameters for the double corner in [40] are based on earthquakes in eastern North 
America. In computing the coefficient C (equation 6) we have used 3500 m/s for the S-wave 
velocity and 2700 kg/m3 for density for all of the relations. In this way the low-frequency limit 
is identical for each relation.     
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As mentioned 
above, the 

corner 
frequency is 
derived from 
their magnitude 

independent 
stress drop of 
4.64 MPa [24]. 
Allmann and 
Shearer [11] 
found a global 
average stress 
drop of 3.36 
MPa (with 𝑓"

L/
𝑓"G  = 1.6 [32]). 
Note that our 

double-corner 
spectrum does 
not depend on 
any assumption 
of a stress drop. 
It is based on 
having two, time 
durations and 
assuming self-
similar scaling, 
𝐿𝑜𝑔𝑓½	~0.5𝑀 . 
The double 
corner spectrum 

does fit the PGA and PGV of NGA West-2; hence its level at high frequencies is comparable 
to [24] who inverted for a stress drop consistent with PGA and PGV in NGA West-2. Baltay 
and Hanks [24] constrained their model to be single corner spectrum that matched the seismic 
moment and the high-frequency spectral level. Their corner frequency is about a factor of two 
larger than that found by Allmann and Shearer [11] who inverted teleseismic observations to 
find a corner frequency. Allmann and Shearer [11] used Madariaga’s [41] model to compute a 
stress drop. Their single time duration (single corner) is the overall duration of the earthquake. 
As one can see, this model will under-predict PGA and PGV by about a factor of 7. However, 
its corner is consistent with the duration of earthquakes M ≥ 5.5, while Baltay and Hanks [24] 
duration is shorter by almost a factor of 1.9.  
 
3. Discussions 
 
3.1 Scaling law for earthquake total duration 
 
At a first glance, it appears that we need one more parameter than Baltay and Hanks [24] to 
model the same dataset. However, we find that the scaling relation of 𝑓"# agrees with the long 
period property of earthquake source that has been long recognized. In the routine process of 

 
FIG. 3. Comparison of data (black dots) and synthetic predictions PWA, PGV, 
PGA, and DomF (red curves) in a, b, c and d, respectively. The synthetics for 
3.3≤M≤5.3 using time domain method (2) are shown as green lines. Note that 
the maximum discrepancy in |log(Obs/syn)| is 0.36, which is compatible with 
1𝜎 standard deviation (0.32-0.35 for M 5.1) 
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Global CMT project (http://www.globalcmt.org), the source time function is assumed to be a 
boxcar with a half duration 𝑇¾ that is scaled with seismic moment, 𝑇¾ = 2.26 × 10;K𝑀8

#/< 
[42]. This relation was inferred from previous body wave analysis of teleseismic events [e.g., 
43]. The width of the boxcar (2𝑇¾) is a good prediction to the “effective” source duration, i.e., 
the smallest rupture time over which 95% of the total moment is released [44]. A boxcar 
function has a 𝑓;#  source spectrum with corner frequency 1/(π𝑇OÁE«) , 𝑇OÁE«=2𝑇¾ . The 
inferred scaling relationship is 
 
log	(𝑓"OÁE«(𝑀)) = 1.831 − 0.5𝑀 (11) 
 
or equivalently log�𝑇OÁE«(𝑀)� = 0.5𝑀 − 2.33. Combining equations (10) and (11), we have 
𝑓"OÁE«~1.19 𝑓"#. This is within the uncertainty of 𝑇¾ and 𝜏a

[t.<] (Reference duration, see Table 

 
FIG. 4. Acceleration Fourier amplitude spectrum from four models: JA18, this paper with the two 
corners given in equation (10); AB95, (40) with two corners and a variable epsilon dependent on 
magnitude; BH14, (24) and AS09, (11). BH14 and AS09 are single corner spectra; AB95 and JA18 
are double-corner spectra. JA18 always has a 𝑓# form between the two corners; AB95 has a shape 
that depends on a variable epsilon that is magnitude dependent. AS09 has a corner frequency 
determined from a global average stress drop (3.36 MPa) independent of magnitude; the corner 
frequency in BH14 comes from a magnitude-independent stress drop (4.64 MPa) that was the best 
inverted solution, including a site attenuation of 0.04 s, to fit PGA and PGV in the NGA West-2 
database for 3.0 ≤ M ≤ 8.0.  
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1). We tested the use of equation (11) to define 𝑓"# and found that it produces equal or better 
fits for the magnitude range from 4.5 to 7.3 than equation (10) but slightly worse fits for smaller 
magnitude events. 
 
Alternatively, we also can compare the inferred source duration (𝜏a(𝑀)) from our model, 
which satisfies log(𝜏a(𝑀)) = 0.5𝑀 − 2.25, with the expected source duration inferred from 
the corner frequency of 𝜔;$  source spectra, log(𝑓"G) = 2.164 − 0.5	𝑀  [11]. They used an 
empirically based 𝑓"

L/𝑓"G  ratio of 1.6. Though it is often assumed that rupture duration is 
closely allied with 1/𝑓" in the 𝜔;$ source model, e.g. [27], an additional assumption about the 
shape of apparent moment rate function needs to be made because we only have amplitude 
information. If we assume that the apparent moment rate function has a symmetric shape, the 
predicted source duration will be shorter. The simplest symmetric time domain function that 
satisfies the 𝜔;$  source spectrum is probably the isosceles triangle function. Its corner 
frequency and duration T have the relation 𝑓" = 2 𝜋𝑇⁄  . The predicted source duration scaling 
relation is log�𝑇«(𝑀)� = 0.5𝑀 − 2.36, where 𝑇« denotes the isosceles triangular source time 
function. 𝑇«(𝑀) is 9% smaller than 𝑇OÁE«(𝑀) and 22% smaller than 𝜏a(𝑀) defined above. 
Kanamori and Rivera [44] proposed another symmetric time function that satisfies the 𝜔$ 
model, Ω(𝑡) = KEF

«�
𝑡(𝑇 − 𝑡), 𝑡 ∈ [0, 𝑇]. Its corner frequency and source duration follow the 

relation 𝑓" = √12 2𝜋𝑇⁄  [30]. The predicted source duration 𝑇Ã�  satisfies, log�𝑇Ã�(𝑀)� =
0.5𝑀 − 2.42. It is 19% smaller than 𝑇OÁE«(𝑀) , and 32% smaller than 𝜏a(𝑀). In contrast, 
Brune [3] proposed an asymmetric source time function that satisfies 𝜔$  spectra, Ω?(𝑡) =
𝑀8(2𝜋𝑓")$𝑡𝑒;$Nk�_ , which has been widely used in the community. This function has an 
infinitely long tail, but the “effective” source duration mentioned above satisfies, 
log�𝑇?(𝑀)� = 0.5𝑀 − 2.27, falling in between 𝑇OÁE«(𝑀) and 𝑇(𝑀).  
 
In summary, the scaling relations of total duration 𝜏a(𝑀) or corner frequency 𝑓"#, inferred 
from the analyses of the close-fault strong motion dataset, NGA-West2, agree with previous 
seismological results based on distant broadband or long period information remarkably well. 
 
3.2 Earthquake energy budget 
 
For an earthquake with 𝜔$	source spectrum, PGA scales with the corner frequency as 𝑓"$.t [45, 
46]. Madariaga [32] summarized some interesting analytic scaling relationships related with a 
single corner 𝜔$ spectrum. For example, he noted that the ratio of total seismic radiated energy 
(𝐸�) and seismic moment (𝑀8) can be represented as 
 
𝐸� 𝑀8⁄ ~𝐶i𝑀8𝑓"</(𝜇𝛽<) (12) 
 
𝐶i is a constant about 2, 𝑓" , 𝜇, 𝛽 denote the corner frequency, rigidity and shear wave speed, 
respectively. Hence, for a given earthquake, the 𝐸� 𝑀8⁄  ratio or more often quoted apparent 
stress 𝜎¬  (𝜎¬ = 𝜇 𝐸� 𝑀8⁄ ) scales with 𝑓"<—close to the relation between PGA and 𝑓" . It 
motivates us to evaluate the total radiated seismic energy of different solutions. For the purpose 
of simplification, all of discussion presented below is for a symmetric circular rupture with a 
constant rupture velocity of 0.9𝛽. Using the Brune type relation 𝑓" = 0.49𝛽(Δ𝜎? 𝑀8⁄ )#/< with 
Δ𝜎?=4.64 MPa [28] and 𝜇=3.3x104 MPa, the predicted 𝐸� 𝑀8⁄  ratio is 3.3x10-5, independent 
of magnitude. 𝜎¬  is 1.1 MPa. By taking bandwidth limitations of seismic recordings into 
consideration Ide and Beroza [47] corrected three published datasets over magnitude range 
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from 0.5 to 9; they found a nearly constant ratio of radiated energy to seismic moment, 3𝑥10;t, 
or 1.0 MPa for apparent stress. Convers and Newman [48] recently studied 342 Mw>6.7 
earthquakes from 1990 to 2010 and reported a nearly identical average 𝐸� 𝑀8⁄ 	  ratio of 
2.6𝑥10;t with a factor of 2.3 uncertainty. Hence, the scaling relation of 𝑓"  inferred from [28] 
is in excellent agreement with the current knowledge about seismic radiated energy. For 
Brune’s model [3] the ratio of apparent stress and static stress drop (𝜎¬/Δ𝜎) is also independent 
of magnitude. It is 0.233 for a rupture velocity of 0.9𝛽, Madariaga [41]. However, if we instead 
use the aforementioned relationship for corner frequency based on the results of [11], 
log(𝑓"G) = 2.164 − 0.5𝑀 (Section 3.2), 𝐸� 𝑀8⁄ = 0.49𝑥10;t	; 6.8 times smaller than Ide and 
Beroza [47] or Convers and Newman [48]; 𝜎¬ is 0.16 MPa. 𝜎¬/	Δ𝜎 is less than 0.05 if we use 
Δ𝜎E as Δ𝜎.  
 
Both models [3] and [41] are currently used for interpreting seismic data. For an earthquake 
that is modeled with a dynamic circular crack with constant rupture velocity, the model [41] 
aims to provide a better link between its mean corner frequency and source radius than the 
model in [3]. However, the mean corner frequency referred to in [41] is the spherical mean of 
individual corner frequency measures at different take-of angles; the corner frequency varies 
by a factor of 2-3 [41, 49]. Radiated seismic energy is proportional to 𝑓"<. The cube of the 
spherical mean of 𝑓"  is not same as the spherical mean of 𝑓"<. The predicted radiated energy, as 
well as apparent stress 𝜎¬ , using [41] are much lower than the values found in dynamic 
calculations [49, 50]. Results from [49, 50] show that when ratio of rupture velocity and shear 
wave speed is 0.9, 𝜎¬ /Δ𝜎  is 0.238 (inferred from Table 1, [50]), nearly identical to the 
prediction 0.233 in Brune’s model [3]. Hence, for a given earthquake, the Madariaga model 
[41] is better in estimating its rupture area and average static stress drop, and the Brune model 
might be better predicting its high frequency radiation and total radiated seismic energy. 
Neither can explain both the static stress drop and radiated energy simultaneously. 
 
We have numerically calculated 𝐸� 𝑀8⁄ 	  and 𝜎¬  for our preferred double-corner source 
spectrum defined by equation (10) for earthquakes 5.3 ≤ M ≤ 7.7. We obtain 
𝐸� 𝑀8 = 2.0𝑥10;t⁄ 	 and 𝜎¬=0.68 MPa, independent of magnitude. Given the uncertainty in 
estimating seismic radiated energy, the agreement with [47] and [48] is excellent.  
 
It is worthwhile to point out that if we use 𝑓"

L/𝑓"G = 1 in the above discussion, 𝐸� 𝑀8⁄ 	 and Δ𝜎¬ 
will be 2.0x10-5 and 0.68 MPa, respectively. It provides an alternative way to explain the above 
discrepancy. For large earthquakes, the rupture is more appropriately modeled as slip pulse, 
which will produce a double corner spectrum [1] rather than an expanding crack. The corner 
frequency inferred from the P wave is same as that inferred from the S wave.  
 
4. Conclusions 

 
Following our paper [33] for earthquakes 3.3 ≤ M ≤ 5.3, we have derived a double-corner 
source spectrum for S waves for M ≥ 5.3. Using random vibration theory, we show that this 
spectrum produces PGA and PGV that matches the data from NGA West-2 [26]. The lower 
corner 𝑓"# is within 18% of the corner one would observe from the global CMT catalog [43], 
i.e., it’s inverse 1/𝜋𝑓"#  corresponds to the duration of earthquakes found worldwide. The 
acceleration spectrum has a 𝑓# slope between the lower and higher corner 𝑓"$. Above 𝑓"$ the 
acceleration spectrum is flat, ~ 𝑓8; the level of the spectrum for 𝑓 > 𝑓"$ is consistent with the 
stress parameter that is the source of PGA and PGV. We have shown that the ratio of radiated 
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energy to seismic moment and apparent stress are independent of magnitude and are 
approximately the same as that found for global earthquakes in the same magnitude range [47], 
[48].  
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